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Abstract

Interpreting the information hidden in multidimensional data can be considered as a challenging and also a complicated task. The compression, dimension reduction and visualization of these multidimensional data provide ways to better understanding and interpretation of the problem. Usually, dimension reduction or compression is considered as the first step to data analysis and exploration. Here, the focus is given on multidimensional data reduction using a supervised artificial neural networks technique namely the Auto-Associative Neural Networks (AANN). The AANN can be considered as very powerful tool in exploratory data analysis. It has the ability to deal with linear and nonlinear correlation among variables. This technique is often referred to as nonlinear principal component analysis (NLPCA) or sometimes is also known as the bottleneck neural network due to its specific structure that consists of a combination of two networks – compression and decompression. By using this structure, AANN can reduce high dimensional data onto lower dimensional data by compressing them on its bottleneck layer that later can be used for data visualization and interpretation. In this paper, the technique of AANN is described, developed and applied on two different multidimensional datasets. The results have shown that the AANN is able to compress multidimensional data into only two nonlinear principal components at its bottleneck layer and these compressed data can provide visualization of different clusters of data.
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1. Introduction

The ability of artificial intelligence techniques to extract information hidden in high-dimensional data is rather interesting to be investigated and explored. The compression, dimension reduction and visualization of these multidimensional data could provide ways to better understanding and interpretation of the data itself. There are many techniques of dimension reduction that have been used such as the famous principal component analysis (PCA) (1) (2) (3) (4) (5). However, linear PCA technique is limited to only linear correlated variables. To deal with nonlinear variables problems, nonlinear dimension reduction or projection methods should be used. Some examples of nonlinear dimension reduction techniques are Multidimensional Scaling (MDS), Locally Linear Embedding (LLE), Isomap, Kernel PCA (6), Self-Organizing Maps (SOM) (7) (8) (9) and also Auto-Associative Neural Networks (AANN) (10) (5) (3). AANN, is also known as Bottleneck Neural Networks (BNN), has been usually used for data compression in chemical applications, missing data estimations and image compressions (3) (11) (12). In this research, the focus was given to AANN for multidimensional data compression, clustering and visualization. The technique has been described, developed using high level computer language, applied and analyzed by computing it on high-dimensional data of Iris flowers and Italian olive oils datasets.

2. Methods

The AANN has often been regarded as an alternative to PCA for unsupervised learning, clustering, and outlier detection (13). As described in (5), it is also known as Non Linear Principal Component Analysis (NLPCA) that can improve the performance of data compression. This is because it can deal with nonlinear data problems more efficiently than PCA. AANN is a feed forward network, which is trained to map approximations of input vectors to their corresponding outputs. It can be viewed as circuits of highly interconnected units with adjustable interconnection weights and can be considered as a particular class of artificial neural networks in which the target output patterns is identical to its input patterns (14). The AANN actually works by trying to imitate human brain abilities such as learning and memorizing. Similarly to the biological neural system, the neuron is the smallest functional unit in the AANN. The structure of AANN usually consists of several layers including hidden layers such as input layer, map or compression layer, bottleneck layer, de-map or de-compression layer and finally output layer. This number of nodes at bottleneck layer must have smaller dimension than the number of nodes at input or output layers. During training of AANN, the dataset is compressed to few potential variables, number of which corresponds to the number of nodes in the bottleneck layer. Then the output of the bottleneck is decompressed at the de-mapping layer. Once the training is completed, the
bottleneck outputs of AANN represent a type of nonlinear principal components, which are frequently more relevant than PCA for analyzing nonlinear, real-world datasets. They can be projected as visualization of data clusters.

3. Results

The experiments in this paper used the AANN to cluster high-dimensional data which has been conducted using the structure that consisted of five layers: two layers of input and output and three hidden layers of map, bottleneck and de-map layers. The result of iris flowers dataset’s (15) projection by the two nodes at the bottleneck layer is shown in Fig. 1. The high dimensionality iris flowers data has been reduced by the AANN to only two dimensions represented by these two bottleneck neurons. The Setosa and Virginica flowers have been appropriately clustered far from each other, while the class of Versicolor flower has been clustered between these two classes, and closer to Virginica class. This distribution of iris flowers species was consistent with the nature of the iris flowers dataset itself (15). Meanwhile, the projection of Italian olive oils dataset has also resulted similar and consistent behaviour with the results obtained in (3). The data was taken from nine different growing regions in Italy which are North Apulia, Calabria, South Apulia, Sicily, Inland Sardinia, Coastal Sardinia, East Liguria, West Liguria, Umbria.

![Fig. 1: The projection of iris flowers dataset defined by the two activation nodes at bottleneck layer in AANNs.](image)

4. Conclusions

In this research, the compression ability of AANN has been used to compress the multidimensional data into few principal components which later were projected for visualization of the clusters of data. The research mainly involved in the studying, developing and applying AANN algorithm using high level computer language. From the experimental results, the AANN has been able to cluster iris flowers and Italian olive oils datasets according to their three and nine different classes respectively. This could give us the way to explore the potential of AANN to create a model of multidimensional data clustering. Additional research could also be undertaken to apply and analyze the AANN with other clustering technique such as the Self Organizing Maps (SOM) (7) that might be useful for clustering other complicated type of data such as Gene expression profiles.
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